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The quality of Requirements Engineering plays an essential role in the whole development life cycle of every software project – because the other phases depend on it. Writing requirements specifications in natural language is a common practice. The natural language is, unfortunately, prone to a number of inaccuracies like ambiguity, inconsistency, and incompleteness. We investigate methods of grammatical inspection to identify patterns in requirements specification written in the textual form. Based on them, we can extract the information from the text, and also eliminate some of the mentioned problems [I]. As a result, we present the CASE tool called TEMOS that is able to generate fragments of the UML class model from textual requirements specification and also to help the user with the detection of some inaccuracies in the text. A similar approach should be used to generate fragments of various models, such as SHACL Shapes [IV], too.

With regard to ambiguity, we focus on the structural ambiguity. We show that the standard methods of linguistics are not enough in some cases, and we describe a class of ambiguity caused by coreference that needs an underlying domain model or a knowledge base to be solved [II]. Part of our implemented solution is a cooperation of our tool TEMOS with the Prolog inference machine working with facts and rules acquired from OCL conditions of the domain model.

We also investigate the incompleteness problem. Incompleteness is a typical problem that arises when stakeholders (e.g., domain experts) hold some information for generally known, and they do not mention it to the analyst. A model based on the incomplete requirements suffers from missing objects, properties, or relationships. Our methods are based on grammatical inspection, semantic networks (ConceptNet and BabelNet), and pre-configured data from on-line dictionaries [III]. Additionally, we show how a domain model has to be used to reveal some missing parts of it.
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Generating structural UML models from code of dynamically typed languages poses several problems that need to be addressed. A structure of classes with variables and methods has to be gathered, types of instance variables have to be found for associations and the model has to be importable into common modeling tools. We bring a review of current ideas and solutions to these and similar problems and it presents our ongoing effort towards this goal – our current solution we developed so far. For now, we focus on Pharo Smalltalk code.
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Client applications are an essential part of the most software because they provide interfaces with which the users interact. We can think of different dimensions that the client application consist of – a platform, business logic and design system. These dimensions could be independent and reusable to a large extent. However, they usually are tightly coupled, which impede the evolvability.

The problem is also a rapid development of technologies used for client applications (e.g., new frameworks for web applications). Thus these applications become obsolete every few years and have to be rewritten, usually from scratch. Nowadays, with the increasing number of mobile devices, one client application is usually not enough. Each platform needs a specific client application. Therefore, more applications have to be rewritten, which tremendously increases the costs and time demand for software development.

The research of the Normalised Systems at the University of Antwerp focuses on evolvable systems, where the domain and technical parts are separated. So-called expansion is used to generate the code from the domain specification. Systems can be regenerated to the new technologies without the loss of the domain layer.

The goal of this research is to use existing and design new ontologies and modelling languages to describe different dimensions of client applications and use them for generating the actual software using expanders following the theory of Normalised Systems. The main focus is on business applications which usually have a limited set of features with only minor customisations, so they have the highest potential to save time and the costs.
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Compliance management is a process which ensures that a set of people follows a given set of rules. These rules are usually a mix of procedures, documentation, policies, industry standards, and legal obligations. A primary goal of this research is to describe how to design systems which support this domain.

Our approach reviews all steps in building compliance management systems. These usually involve 1) Domain Modeling - a creation of high-quality machine-readable domain models, 2) System Specification - a machine-readable system formalization, 3) System Execution - execution of a formalized system specification, 4) System Optimization - measuring and suggestion of domain model improvements. We do introduce novel approaches in system specification and execution.

We do showcase our methods and techniques on the domain of procedural law and legal contracts. Such systems can be executed as software artefacts or as a Blockchain smart contracts (SC). The SC has enormous potential in automating traditional paper contracts and encoding contract logic into program code. Thus, replacing the role of a notary and a central authority. It may dramatically reduce an effort with administration workload and the enforcement of such contracts.
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Integrating Conceptual Models and Implementations Using Ontologies
Marek Suchánek

Conceptual modelling as the activity of creating a description of a problem domain in order to promote understanding and communication between people is widely used in software engineering as part of analysis during traditional software development. Based on a conceptual model, solution in the form of software (or other) is devised to solve or mitigate the identified problems. Although there are multiple methods related to Model-Driven Development, the transformation from conceptual models to software suffer by the significant loss of semantic information and thus breaking the consistency between model and software. Another disadvantage of current methods is that it is limited to specific modelling languages and can be used to generate basic skeletons of enterprise information systems that then need to be finished by people. Our approach is different in this manner. We focus on integration on the conceptual level and be able to combine various conceptual models made in different languages to capture more aspects. Such integration can be done using ontology and technologies related to the Web Ontology Language [V]. This results in need of identifying overlaps and similarities between various modelling languages, for example, in process modelling languages [VI]. The implementation-related part of our work is oriented to Normalized Systems (NS), that is proven by both theory and practice to be a way for building sustainable and evolvable enterprise information systems but in other domains as well [1] [3]. The metamodel used in Normalized System consisting of so-called Elements and be also integrated using ontologies with specified transformations from different or combined conceptual models. Because the NS metamodel is very technology-oriented, we also work on enhancing to capture more semantics from conceptual level and also to reduce the need of manual programming (which is already low, less than 10 %) [4] [VII]. We designed the architecture of the Normalized Systems Gateway Ontology for Conceptual Models and set up requirements for the related tooling that will be developed. The future research will be focused on the use of developed architecture in practice, mapping various modelling languages, and enhancing the architecture if needed.
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The problem of evolvability in Data Stewardship Planning
Ing. Vojtěch Knaisl

My topic is to focus on the problem of evolvability in Data Stewardship Planning. In general, the problem of evolvability and long-term sustainability is a big challenge nowadays. My focus is to improve the evolvability in the Data Stewardship Planning process.

In terms of the increasing amount of data in research experiments, the importance of right planning, storing data, and long-term sustainability increase too. Data Stewardship (DS) contains all these phases. In CCMi [1], we are developing a unique tool Data Stewardship Wizard [2]. In this area, we face a problem with evolvability due to changing requirements and standards on DS in every phase of the projects, further, the changing requirements on output and format of desired plans.

During my first year, I focused on the general evolvability of structured and well-formatted documents. I wrote one article and made some proposals. But because the topic was too wide, we narrow it to the Data Stewardship domain where I continue on my research. My goal to apply Normalized Systems Theory [3] and other formal methods for creating a methodical framework and proposal of a technical solution for Data Stewardship Planning. The Normalized Systems Theory developed in the University of Antwerp brings the principles for the construction of evolvable systems. This general theory was applied, among other things, on the evolvability of documents [4].
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The problem of $d$-PATH VERTEX COVER, $d$-PVC lies in determining a subset $F$ of vertices of a given graph $G = (V, E)$ such that $G \setminus F$ does not contain a path on $d$ vertices. The paths we aim to cover need not to be induced. It is known that the $d$-PVC problem is NP-complete for any $d \geq 2$. When parameterized by the size of the solution $k$, 5-PVC has direct trivial algorithm with $O(5^k n^{O(1)})$ running time and, since $d$-PVC is a special case of $d$-HITTING SET, an algorithm running in $O(4.0755^k n^{O(1)})$ time is known. In this paper we present an iterative compression algorithm that solves the 5-PVC problem in $O(4^k n^{O(1)})$ time.

Presented results are part of [I].
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Regular tree expressions are a formalism for describing regular tree languages, which can be accepted by a finite tree automaton as a standard model of computation. It was proved in [3] that the class of regular tree languages is a proper subclass of tree languages whose linear notations can be accepted by deterministic string pushdown automata. In this talk, we firstly present regular tree expressions and then we present an algorithm for transforming regular tree expressions to equivalent real-time height-deterministic pushdown automata that accept the trees in their postfix notation. This algorithm is a modification of well-known Glushkov’s algorithm [2, 1] for regular (string) expressions. This was published in [I]. This approach can also be modified so its output is not a pushdown automaton but a bottom up finite tree automaton. Lastly, we show the idea behind the opposite conversion, i.e., that every finite tree automaton can be transformed into equivalent regular tree expression.
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Tuning generative models for medical imaging data augmentation
Jakub Žitný

Generative Adversarial Networks (GANs) have been recently successful in several machine learning challenges, especially in niche computer vision problems. Datasets enlarged by synthetic data generated by GANs perform better in classification and segmentation tasks in comparison with traditional data augmentation methods. One of the areas where GANs helped significantly is medical imaging research where the size of datasets is among the biggest challenges. GANs have been used to improve medical datasets by translating labels to segmented data, segmented data to labels, generating alternative modalities (such as creating CT scans from MRI) or in-painting segmented parts into different regions of images. We review current state-of-the-art usage of GAN framework in the medical imaging domain and compare GAN data synthesis with traditional data augmentation methods.

GANs are widely used for mentioned use-cases and often lack proper evaluation mechanisms, e.g. with respect to adversarial examples. Comparing them with other generative models will be essential before we can safely use them in medical imaging practice. Exploring these problems will also be useful for neural networks interpretation and architecture optimisation.
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Cryptography has been evolving for a hundreds of years now, as a way to secure confident information against third party. Nowadays cryptographic systems include many diverse embedded devices, such as smartcards used e.g. for identification or for prepaid services, various IoT applications or even smart cars. While many ciphers currently in use (such as AES) are considered mathematically secure, their implementations may be vulnerable to side channel attacks, such as differential power analysis or its enhanced variant, correlation power analysis. This kind of attack exploits the fact that an intermediate value is processed in the implementation, that correlates with power consumption of the device, and with some other known information (e.g. plaintext or ciphertext). We have examined different approaches to the statistical computations necessary for the first-order \([1]\) and arbitrary-order \([4]\) side-channel analysis in order to perform these in a numerically stable, parallel and robust fashion, and we have evaluated the memory and time performance of these approaches, as well as their properties regarding practical usage. In order to successfully attack implementations in a noisy environment \([2]\), we have proposed and evaluated a novel method for attack evaluation based on a correlation trace derivative \([3,5]\), which significantly reduces a number of measurements required to mount an attack and in some cases makes the attack even feasible.
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Dummy Rounds Method as Countermeasure against Side Channel Attacks
Stanislav Jeřábek

The Dummy Rounds protection scheme is intended to offer resistance against Side Channel Attacks (SCA) such as Differential Power Analysis (DPA) \([4]\) to Feistel \([3]\) and Substitution-Permutation \([8]\) ciphers. Its principle is inspired by several well-known countermeasures used in hardware as Hiding \([5]\) and Dynamic Logic Reconfiguration \([6]\) as well as countermeasures used in software implementations as Dummy Cycles \([2]\) or Random Order Execution \([9]\). The Dummy Rounds method, as we propose, combines software hiding in time with common hardware hiding of the circuitry power consumption. There are more parts of hardware design which are executed, but their outputs are randomly used or not used for computation in every single clock cycle. So, the structure of the design is the same for every clock cycle and also the power consumption stays the same. The final result stays correct due to round scheduling. Experimental evaluation of Dummy Rounds proposed above revealed weaknesses, most notably in the first and last round. The situation can be greatly improved by controlling the transition probabilities in the state space of the algorithm. We derived necessary and sufficient conditions for the round execution probabilities to be uniform and hence the minimum possible. The optimum trajectories over the state space are regular and easy to implement. For the dummy rounds scheme, there is always an optimum set of transition probabilities which makes the round execution probabilities uniform for a particular round now. This ensures maximum resistance against an SCA targeted to a particular round. A trajectory in the optimum set executes a random number of redundant rounds first, then all the active rounds, and then redundant rounds again. Now we are going to use better evaluation method. It seems, that Leakage Assessment at Register-Transfer Level \([1]\) will be less time-consuming and more conclusive than T-Test \([7]\) used till now.
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Augmenting ATPG to Achieve Zero Aliasing in Output Response Compaction
Robert Hülle

Introduction

One of the long-standing problems in digital circuit testing is fault aliasing in the response compaction. Fault aliasing is an important source of coverage loss, especially if we strive to achieve a high compaction ratio. Existing methods to lower or eliminate aliasing mostly require changes to the compactor design [6, 4], while some have partial control over a test sequence, reordering test vectors but not influencing test patterns further, [2, 3, 1].

Method

We have proposed a method to lower or eliminate aliasing without the need to modify the compactor design. The basic idea is to constrain a test pattern generator (ATPG) itself to produce a test with zero aliasing. We are focusing on aliasing in temporal compaction; aliasing in spatial compaction is easier to prevent and can be solved independently of our method. In the rest of this abstract, we assume a spatial compactor that does not introduce new redundant faults.

Constraining the ATPG

Our method, zero-aliasing test patterns generator (ZATPG), is based on a Boolean-satisfiability ATPG (SAT-ATPG) [1]. An SAT-ATPG works by modeling the fault detection problem as a conceptual circuit, miter, with a fault inserted in a replica of the circuit under test (CUT). The miter is described as a Boolean formula in conjunctive normal form (CNF-SAT). The resulting SAT instance is solved by an SAT solver [5].

We expand the miter with anti-aliasing constraints in the following way. First, we construct classical miter for a tested fault \( f_i \) and generate a test pattern. All faults are simulated using the test pattern; note that this is a sequential simulation. For aliased faults \( (f_{s1}, f_{s2}, \ldots f_{sm}) \), we then append constraints that would prevent aliasing for these faults and generate different test pattern for the fault \( f_i \). We repeat this process until we find a test pattern that causes no aliasing or we prove that no such test pattern exists. In practice, we have relaxed the requirement of zero aliasing to allow aliasing to occur if the overall fault coverage is increased.

Aliasing happens after the application of the test pattern that is being generated. To know the future state of the compactor, we need to unroll the combinational part of the compactor. The previous state of the compactor is also encoded in the SAT instance. Computation of the compactor state is then part of the SAT solving.

Results

In our experiments, we have used a simplification for linear compactors, where the future state can be partially precomputed. The experiments were performed on benchmark circuits from the ISCAS’85 and selected ITC’99 benchmarks.

For tested circuits, we have achieved zero aliasing and full fault coverage for smaller compactors, while keeping the same design (LFSR). With a fixed size of compactors, we have achieved lower aliasing and higher fault coverage, with an exception for very small compactors. For full coverage, observed gain in the size of compactors was between 2 and 5 bits of LFSR.

Presented results are part of [III], [IV], [V], [VI].
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Many systems, namely embedded systems or cyber-physical systems, are nowadays insisted to satisfy high requirements which, in addition, often depend on physical phenomena of the real world. Formal verification is a convenient method to guarantee fulfillment of specifications of such complex systems, as it proves whether a mathematical model of a system fits given properties exactly. A widely used approach is SAT (Boolean satisfiability) [4], which, however, is insufficient for modelling continuous behaviour of mentioned systems. ODEs, on the other hand, describe such phenomena natively, which is why it is a good idea to include them into the verification process.

We take advantage of efficient SAT solvers, which provide fast solutions of complex Boolean formulas. Current state-of-the-art solvers, however, which deal with ODEs and also embed a SAT solver, do not meet the needs of industry tasks too well: although they decide satisfiability of a formula exactly with arbitrary maximum error, based on interval arithmetic [3], their solution turns to be very time-consuming in case of complex models. Our ultimate goal is to use classic numerical methods [2], which are generally less precise and robust, but usually solve the differential equations much faster.

We have already tested our current approach on several interesting experiments which deal with ODEs. Our tool [5] usually performed much faster than a state-of-the-art solver [1], which was not unexpected though. Still, we seek to further improve our methods to allow verification of real world systems with rich Boolean state space, which is still an unsolved problem so far. It will be the hard tasks which will actually show whether the precision of the solution being relaxed is limiting significantly, or not.
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The success of machine learning algorithms depends on data representation and the amount of available data for the training of a model. To gain sufficient information we sometimes have to combine datasets. The datasets can come from different domains represented by different feature spaces. These different datasets can be mapped one dataset to the other. This approach is related to asymmetric heterogeneous transfer learning methods. One of the very first tasks of transfer learning is the reconstruction of missing features - a scenario where entire features are missing while solving a machine learning task. We make use of traditional imputation methods such as k-NN, linear regression, and MICE within a not so traditional scenario where the reconstructed dataset is used in a predictive model trained on complete data. Furthermore, up-to-date methods for feature reconstruction such as multi-layer perceptron, gradient boosting trees, autoencoders, and variational autoencoders are presented. Our aim is to experimentally research the influence of various imputation methods on the performance of several predictive models. The experiments are performed on both real world and artificial datasets with continuous features. Within each experiment a varying number of features (ranging from 1 to 50%) is missing. The results show that MICE and denoising autoencoders can be considered as the most applicable feature reconstruction methods regardless of the amount of missing features or the classification model used. Moreover, the benefits of autoencoders lie in the fact that they represent universal imputers, which do not need to store training data or know possible missing feature combinations in advance. This is a clear advantage when the imputation has to be performed in an online production environment. Some results are presented as part of \([1]\).
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Active semi-supervised learning in sequence labelling
Tomáš Šabata

Sequence labelling is a type of machine learning problem that involves assigning a label to each sequence member. This type of task can be found in many fields, such as object or activity recognition in video, speech recognition or natural language processing. In some of the areas, collecting of unlabelled data is cheap but labelling expensive. In such a situation, active learning can bring considerable improvement. In the standard active learning framework for sequence labelling, the most informative sequence is found and given to an annotator to be labelled. However, labelling the entire sequence may be inefficient as for some of its parts, the labels can be predicted using a model. Moreover, labelling of these parts usually brings only a little new information. To tackle this issue, a combination of active learning and semi-supervised learning, self-training, can be used.

In recent years, deep learning has shown supreme results in many sequence labelling tasks, especially in natural language processing. However, the standard deep learning tools do not capture model uncertainty well, as the neural nets are usually overconfident and can be uncertain despite high values of the soft-max function. Model uncertainty is indispensable for active learning as well as for semi-supervised learning. Therefore, we aim to use Bayesian neural networks to overcome this issue. Our approach presented in 1 utilizes an approximation of Bayesian inference for neural nets using Monte Carlo dropout. Two proposed active learning query strategies outperform other existing techniques for deep neural nets in the field of natural language processing. Moreover, semi-supervised learning reduced the labelling effort by almost 80%.
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PUFs (Physical Unclonable Function) are increasingly used in proposals of security architectures for device identification and cryptographic key generation. Many PUF designs for FPGAs proposed up to this day are based on ring oscillators (RO). The classical approach is to compare frequencies of ROs and produce a single output bit from each pair of ROs based on the result of comparison of their frequencies. Such ROPUF design requires all ROs to be mutually symmetric and also the number of pairs of ROs is limited in order to preserve the independence of bits in the PUF response. This led us to design a new ROPUF on FPGA which is capable of generating multiple output bits from each pair of ROs and is also allowing to create higher number of pairs of ROs, thereby making the use of ROs more efficient than the classical approach. Our PUF design is based on selecting a particular part of a counter value and using it for the PUF output. In principle, this PUF design does not need the ROs to be mutually symmetric, however, it is shown that this ROPUF design has significantly better properties with varying supply voltage and temperature when symmetric ROs are used.

Moreover, we observed that we can use the same design as a TRNG (True Random Number Generator). This enables us to use the same design for various applications – PUF can be used for generating and storing cryptographic keys, TRNG for generating session and ephemeral keys, nonces and salts. The proposed TRNG design exhibited satisfactory behaviour as it passed NIST statistical test suite. However, in order to evaluate the TRNG thoroughly, a statistical model of its source of randomness is needed.
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The R programming language combines a number of features considered hard to analyze and implement efficiently: dynamic typing, reflection, lazy evaluation, vectorized primitive types, first-class closures, and extensive use of native code. Additionally, variable scopes are reified at runtime as first-class environments. The combination of these features renders most static program analysis techniques impractical, and thus, compiler optimizations based on them ineffective. We present our work on PIR, an intermediate representation with explicit support for first-class environments and effectful lazy evaluation. We describe two dataflow analyses on PIR: the first enables reasoning about variables and their environments, and the second infers where arguments are evaluated. Leveraging their results, we show how to elide environment creation and inline functions.
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Approximate string matching and \(k\)-mer analysis

Ondřej Cvacho, Jan Holub

Approximate string matching is an essential operation in many bioinformatics applications. For example, mapping reads from high-throughput sequencing onto a reference genome, or in the microarray probe design process. Approximate string matching is defined as a task to find all occurrences of given pattern \(P\) in a text \(T\) with some maximum number \(k\) of mismatches allowed. The number of mismatches is measured using distance metric called Hamming distance that expresses the minimum number of replace operations required to transform one sequence into another. Our solution is based on filtering technique for reduction of strings in Hamming neighbourhood of \(P\). The idea is to generate only perspective strings in the neighbourhood of \(P\) and use a self-index for answering the exact pattern matching queries. Generation of strings in pattern neighbourhood is done by traversing de Bruijn Graph constructed from \(k\)-mers occurring in the indexed text, where \(k\) is fixed. Presented results are part of publication 1 and extended in collaboration with L. Hrbek in publication 2.

Another task we work on now is a practical \(k\)-mer counting application. \(K\)-mer counters return the number of unique \(k\)-mers for any given \(k\) occurring in the given text. Our goal is to create a solution that counts the number of unique \(k\)-mers for arbitrarily large \(k\) up to the length of the text itself. Our proposed solution is based on Suffix array (SA) and Longest common prefix (LCP) array. SA contains starting positions of lexicographically sorted suffixes of the input text. LCP array contains the length of the longest common prefix of two consecutive suffixes in SA. The counting algorithm uses LCP values to count the number of unique \(k\)-mers. Extensions for counting canonical \(k\)-mers, counting in a collection of sequences, or ability to show a histogram of numbers of occurrences is required for any practical \(k\)-mer counter application and its usage by bioinformatics. \(K\)-mer counting in a collection of sequences is done by constructing SA from a sequence that is a concatenation of all sequences with a unique separator between every two sequences.
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An online Ramsey game is a game between Builder and Painter, alternating in turns. They are given a fixed graph $H$ and an infinite set of independent vertices $G$. In each round Builder draws a new edge in $G$ and Painter colors it either red or blue. Builder wins if after some finite round there is a monochromatic copy of the graph $H$, otherwise Painter wins. The online Ramsey number $\tilde{r}(H)$ is the minimum number of rounds such that Builder can force a monochromatic copy of $H$ in $G$. This is an analogy to the size-Ramsey number $r(H)$ defined as the minimum number such that there exists graph $G$ with $r(H)$ edges where for any edge two-coloring $G$ contains a monochromatic copy of $H$.

In this paper, we introduce the concept of induced online Ramsey numbers: the induced online Ramsey number $\tilde{r}_{\text{ind}}(H)$ is the minimum number of rounds Builder can force an induced monochromatic copy of $H$ in $G$. We prove asymptotically tight bounds on the induced online Ramsey numbers of paths, cycles and two families of trees. Moreover, we provide a result analogous to Conlon [On-line Ramsey Numbers, SIAM J. Discr. Math. 2009], showing that there is an infinite family of trees $T_1, T_2, \ldots$, $|T_i| < |T_{i+1}|$ for $i \geq 1$, such that

$$\lim_{i \to \infty} \frac{\tilde{r}(T_i)}{r(T_i)} = 0.$$
Parameterized analysis provides a framework to closely describe complexity of NP-hard problems in specific circumstances. Precisely, it allows us to measure the efficiency of algorithms not only with respect to the size of the input instance, but also with respect to a given parameter. As a result, we are able to pulverize classical complexity results into finer classes.

First, we show an example of a parameterized algorithm within the description of result [III]. In this result, we consider the NP-hard subgraph isomorphism problem where, given two graphs $G$ (source graph) and $F$ (pattern graph), one is to decide whether there is a (not necessarily induced) subgraph of $G$ isomorphic to $F$. While many practical heuristic algorithms have been developed for the problem, as pointed out by McCreesh et al. [3], for each of them there are rather small instances which they cannot cope. Therefore, an alternative approach that could possibly cope with these hard instances is of interest. We tackle this problem by parameterizing it by the treewidth of the pattern graph. Treewidth of a graph, roughly speaking, resembles a similarity of the graph to a tree. More precisely, we follow the approach introduced in a seminal paper by Alon, Yuster and Zwick [1], which uses the color coding principle to solve the problem. The main part of this approach is a dynamic programming over color subsets and partial mappings. As with many exponential-time dynamic programming algorithms, the memory requirements constitute the main limiting factor for its usage. Because these requirements grow exponentially with the treewidth of the pattern graph, all existing implementations based on the color coding principle restrict themselves to specific pattern graphs, e.g., paths or trees. In contrast, we provide an efficient implementation of the algorithm significantly reducing its memory requirements so that it can be used for pattern graphs of larger treewidth. Moreover, our implementation not only decides the existence of an isomorphic subgraph, but it also enumerates all such subgraphs (or given number of them).

Secondly, we present author’s current research direction in the area of parameterization. The research direction is in the study of kernelization algorithms, which focuses on effective preprocessing of problem instances. The goal of kernelization is to design a polynomial-time subroutine, which solves parts of a problem instance that are easy (or in other words non-interesting) and reduces the instance to its kernel – an interesting part of the instance. As the kernel is still a computationally difficult instance of some problem, we naturally want the kernel sizes to be as small as possible. In particular, we are often interested in knowing, whether there exists a polynomial-sized kernel for some problem. However, there are problems that do not admit a polynomial kernel.

For this problems, we try to employ a stronger, generalized version of kernelization, called Turing kernelization. This type of kernelization introduces an oracle, which can be used in the preprocessing subroutine to decide the problem for possibly multiple reduced instances of the problem. There are several recent studies ([2, 4]) which focus on the topic of Turing kernelization and which closely describe hierarchies of Turing kernels.
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Finite tree automaton is a standard model of computation for the class of regular tree languages. One of well studied principles in the theory of string languages is automata synchronization. A synchronizing word from any configuration sets a deterministic finite string automaton in a well-defined state. A stronger property of $k$-locality occurs when all words of length at least $k$ are synchronizing. Such property is useful for parallelization of the run of the automaton. We present a way of synchronizing finite tree automata: We define a synchronizing tree pattern and a $k$-local deterministic finite bottom-up tree automaton. Furthermore, we present a work-optimal parallel algorithm for parallel run of the deterministic $k$-local tree automaton in $O(\log n)$ time with $\lceil \frac{n}{\log n} \rceil$ processors, for $k \leq \log n$, or in $O(k)$ time with $\lceil \frac{n}{k} \rceil$ processors, for $k \geq \log n$, where $n$ is the number of nodes of an input tree, on EREW PRAM. Finally, we prove that the deterministic finite bottom-up tree automaton that is used as a standard tree pattern matcher is $k$-local with respect to the height of a tree pattern.
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